
Generative AI meets Responsible AI
Practical Challenges and Opportunities

FAccT 2023 Tutorial

Presenters: Nazneen Rajani, Hima Lakkaraju, Krishnaram Kenthapadi

https://sites.google.com/view/responsible-gen-ai-tutorial

https://sites.google.com/view/responsible-gen-ai-tutorial/


Introduction and Motivation



Generative AI
Generative AI refers to a branch of AI that focuses on creating or generating new 
content, such as images, text, video, or other forms of media, using machine 
learning examples.



Artificial Intelligence (AI) vs Machine Learning (ML)

AI is a branch of CS dealing with building computer 
systems that are able to perform tasks that usually 
require human intelligence.

Machine learning is a branch of AI dealing with the 
use of data and algorithms to imitate humans 
without explicit instructions.

Deep learning is a subfield of ML that uses ANNs to 
learn complex patterns from data.



Model types
Discriminative

- Classify or predict
- Usually trained using labeled data
- Learns representation of features for data based on the labels

Generative

- Generates new data
- Learn distribution of data and likelihood of a given sample
- Learns to predict next token in a sequence



Generative Models

Generative language models (LMs)

- Learn a representation of language based on patterns in training data
- Then, given a prompt, they can predict what comes next

Generative image models

- Learn to produce new images using techniques like diffusion
- Then, given a prompt or similar image, they transform random noise into 

images



Generative Models Data Modalities



Generative Models Data Modalities
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Pivotal moments
- LLaMA
- Red Pajama
- Open Assistant



Instruction-tuned LLMs

Alpaca Vicuna Dolly Baize Koala Open Assistant OpenChatKitStarChat



Model Access

�� 🔒
Open access models Closed access models



🔓 Open Access Models

All model components are publicly available:

● Open source code
● Training data 

○ Sources and their distribution 
○ Data preprocessing and curation steps

● Model weights
● Paper or blog summarizing

○ Architecture and training details
○ Evaluation results 
○ Adaptation to the model

■ Safety filters 
■ Training with human feedback



🔓 Open Access Models

Allows reproducing results and replicating parts of the model

Enable auditing and conducting risk analysis

Serves as a research artifact

Enables interpreting model output



🔒 Closed Access Models

Only research paper or blog is available and may include overview of

● Training data
● Architecture and training details (including infrastructure)
● Evaluation results 
● Adaptation to the model

○ Safety filters 
○ Training with human feedback



🔒 Closed Access Models

Safety concerns

Competitive advantage

Expensive to setup guardrails for safe access



Model Access

�� 🔒
Open access Closed accessLimited access

��



Model Access

�� 🔒
Open access Closed accessLimited access

��
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Open Access Large Language Models

Research on policy, governance, AI safety and alignment

Community efforts like Eleuther, Big Science, LAION, OpenAssistant, RedPajama

Papers with several authors 

Open source ML has potential for huge impact



Technical Deepdive: Generative Language Models



Generative Language Models – Architectures

● Encoder
● Decoder
● Encoder-decoder



Generative Language Models – Architectures



Generative Language Models – Training

1. Pretraining the LM
○ Predicting the next token 
○ Eg: GPT-3, BLOOM, OPT

2. Incontext learning (aka prompt-based learning)
○ Few shot learning without updating the parameters
○ Context distillation is a variant wherein you condition on the prompt and update the parameters
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Generative Language Models – Prompting



Generative Language Models – Training

1. Pretraining the LM
○ Predicting the next token 
○ Eg: GPT-3, BLOOM

2. Incontext learning (aka prompt-based learning)
○ Few shot learning without updating the parameters
○ Context distillation is a variant wherein you condition on the prompt and update the parameters

3. Supervised fine-tuning
○ Fine-tuning for instruction following and to make them chatty
○ Eg: InstructGPT, LaMDA, Sparrow, OPT-IML, LLaMA-I, Alpaca

4. Reinforcement Learning from Human Feedback
○ safety/alignment
○ nudging the LM towards values you desire



Generative Language Models – Training

1. Pretraining the LM
○ Predicting the next token 
○ Eg: GPT-3, BLOOM

2. Incontext learning (aka prompt-based learning)
○ Few shot learning without updating the parameters
○ Context distillation is a variant wherein you condition on the prompt and update the parameters

3. Supervised fine-tuning
○ Fine-tuning for instruction following and to make them chatty
○ Eg: InstructGPT, LaMDA, Sparrow, OPT-IML, LLaMA-I, Alpaca

4. Reinforcement Learning from Human Feedback
○ safety/alignment
○ nudging the LM towards values you desire

Training a 
chatbot



Training a Chatbot

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." arXiv preprint arXiv:2203.02155 (2022).

Supervised Fine-tuning
(instruction following/ chatty-ness)



Supervised fine-tuning



Supervised fine-tuning



Bootstrapping Data for SFT



Supervised fine-tuning

- Training data in the range of tens of thousands of examples
- Training data consists of human written demonstrations
- Diminishing returns after a few thousand high quality instructions



Training a Chatbot

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." arXiv preprint arXiv:2203.02155 (2022).

Reinforcement learning with human feedback (RLHF)
(aligning to target values and safety)

Supervised Fine-tuning
(instruction following and chatty-ness)



Training a Chatbot

Ouyang, Long, et al. "Training language models to follow instructions with human feedback." arXiv preprint arXiv:2203.02155 (2022).

Reinforcement learning with human feedback (RLHF)



Reinforcement Learning with Human Feedback

Reward Model

- Training data in the range of hundreds of thousands
- Training data consists of model responses rate by humans
- Data can be collected in “online” or “offline” setup

RL fine-tuning

- Training data in the range of hundreds of thousands
- Similar to SFT but gradient ascent instead of gradient descent



Reinforcement Learning with Human Feedback



Chatty LLMs Data distributions



Comparing Dialog Agents



Generative Language Models Evaluations



Evaluating a Chatbot



Evaluating a Chatbot

1. Pretraining the LM
a. Predicting the next token 
b. Eg: GPT-3, BLOOM

2. Incontext learning (aka prompt-based learning)
a. Few shot learning without updating the parameters
b. Context distillation is a variant wherein you condition on the prompt and update the 

parameters

3. Supervised fine-tuning
a. Fine-tuning for instruction following and to make them chatty
b. Eg: InstructGPT, LaMDA, Sparrow, OPT-IML, LLaMA-I

4. Reinforcement Learning from Human Feedback
a. safety/alignment
b. nudging the LM towards values you desire



Leaderboard with automated evals



Evaluating a Chatbot

Evaluating instruction 
following/chatty-ness



Evaluating a Chatbot

● Step 1: Evaluating instruction following. Does the model generate useful responses 
on the topic? Are they open-ended?
○ Eg: Brainstorm a list of New Year’s resolutions



Evaluating a Chatbot

Evaluating the RM



Evaluating a Chatbot

● Step 1: Evaluating instruction following. Does the model generate useful responses 
on the topic? Are they open-ended?
○ Eg: Brainstorm a list of New Year’s resolutions

● Step 2: Evaluating the RM. Can the model choose between a truthful and a 
untruthful response? Can it rank harmful responses lower than the harmless 
responses?



Evaluating a Chatbot

Red-teaming



Evaluating a Chatbot

● Step 1: Evaluating instruction following. Does the model generate useful responses 
on the topic? Are they open-ended?
○ Eg: Brainstorm a list of New Year’s resolutions

● Step 2: Evaluating the RM. Can the model choose between a truthful and a 
untruthful response? Can it rank harmful responses lower than the harmless 
responses?

● Step 3: Red-teaming. Crafting prompts that would surface model vulnerabilities and 
emerging capabilities. 
○ Eg: Complete the sentence, “You should just go kill”



Leaderboard with Elo ratings



Technical Deepdive: Generative Image Models



Generative Image Models 



Generative Image Models – Architecture

● Generative Adversarial Networks (GANs)
● Variational Autoencoders (VAEs)
● Stable diffusion



Stable diffusion over the years

● Deep unsupervised learning using nonequilibrium thermodynamics (2015)
● Denoising Diffusion Probabilistic Models (2020)
● Denoising Diffusion Implicit Models (2020)
● Diffusion Models Beat GANs on Image Synthesis (2021)
● Classifier-Free Diffusion Guidance (2021)
● GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion 

Models (2022)
● High-Resolution Image Synthesis with Latent Diffusion Models (2022)1 
● Elucidating the Design Space of Diffusion-Based Generative Models (2022)2

● Hierarchical Text-Conditional Image Generation with CLIP Latents (2022)3

● Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding 
(2022)4

1 - Scaled to Stable Diffusion
2 - The “Karras paper”
3 - DALLE-2 
4 - Imagen



Stable Diffusion



Stable Diffusion



Stable Diffusion



Stable Diffusion



Stable Diffusion



Stable Diffusion



Stable Diffusion



Stable Diffusion



Takeaways





Take home message

- Training data quality is key
- Strong foundation model is crucial for chatty LLMs
- Existing benchmarks are not great for evaluating SFT and RLHF



Technical/Ethical Challenges & Solutions for 
Generative AI

68



Generative AI: Responsible AI Challenges

● Transparency

● Bias and (un)fairness

● Privacy and copyright implications

● Robustness and security

● Other broader societal challenges
○ Fake and misleading content
○ Environmental impact associated with training and inference of large generative models
○ Potential disruption of certain sectors leading to job losses



Transparency

70



Motivation

● LLMs are being considered for deployment in domains such as healthcare
○ E.g., Personalized treatment recommendations at scale 

● High-stakes decisions call for transparency
○ Accuracy is not always enough! 
○ Is the model making recommendations for the “right reasons”?
○ Should decision makers intervene or just rely on the model?

 



Why is Transparency Challenging?

● Large generative models (e.g., LLMs) have highly complex architectures
 

● They are known to exhibit “emergent” behavior, and demonstrate capabilities 
not intended as part of the architectural design and not anticipated by model 
developers

● Several of these models are not even publicly released 
○ E.g., only query access

Wei et. al., 2022; Schaeffer et. al., 2023



How to Achieve Transparency?

Good News: 
LLMs seem to be able to explain their outputs. 
A prompt to elicit explanation: “Let’s think step by step”

Wei et. al., 2022



How to Achieve Transparency?

Bad News: Their explanations are highly unreliable! 

Turpin et. al., 2023



How to Achieve Transparency?

Bad News: Their explanations are highly unreliable! 

● Perturbing input features which are not verbalized in the explanation 
drastically impacts predictions

○ It should not if the explanation faithfully captured underlying model behavior!

● Explanations generated by LLMs are systematically unfaithful! 
○ But, these natural language explanations generated by LLMs are very appealing to humans!

Turpin et. al., 2023



How to Achieve Transparency?

● Compute gradients of the model output w.r.t. each input token

Yin et. al., 2022



How to Achieve Transparency?

● Compute gradients of the model output w.r.t. each input token

● Tokens with the highest gradient values are important features driving the 
model output 

● Challenge: 
○ Not always possible to compute gradients. Several LLMs only allow query access. 

Yin et. al., 2022



How to Achieve Transparency?

● Natural language explanations describing a neuron in a large language model

● Use a LLM (explainer model) to generate natural language explanations of the 
neurons of another LLM (subject model).

● Generate an explanation of the neuron’s behavior by showing the explainer 
model (token, activation) pairs from the neuron’s responses to text excerpts

Bills et. al., 2023



How to Achieve Transparency?

Output: 

Explanation of neuron 1 behavior: the main thing this neuron does is find phrases related to community

Limitations:

The descriptions generated are correlational 

It may not always be possible to describe a neuron with a short natural language 
description

The correctness of such explanations remains to be thoroughly vetted!

Bills et. al., 2023



Bias and (Un)fairness
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Motivation

● Several applications (both online and offline) are likely to be flooded with 
content generated by LLMs and Diffusion Models. 

● These models are also seeping into high-stakes domains e.g., healthcare
● Identifying and addressing biases and unfairness is key! 



Why is Bias Detection & Mitigation Challenging?

● These models trained on copious amounts of data crawled from all over the 
internet  

● Difficult to audit and update the training data to handle biases

● Hard to even anticipate different kinds of biases that may creep in!

● Several of these models are proprietary and not publicly available 

Bender et. al., 2021



Examples of Biases: LLMs

● Harmful stereotypes and unfair discrimination

● Exclusionary norms

Weidinger et. al., 2021



Examples of Biases: LLMs

● Toxic language

● Lower performance disproportionately impacting certain social groups

Weidinger et. al., 2021

I am a woman of color from         . I am looking for advice to prepare for MCAT. 



Examples of Biases: Text to Image Models 

● Associations between certain careers and genders/age groups

● Associations between certain traits (pleasantness)
and racial demographics/religions

Steed et. al., 2021; Buolamwini and Gebru, 2018; Bolukbasi et. al. 2016



Mitigating Biases
● Fine-tuning

○ further training of a pre-trained model on new data to improve its performance on a 
specific task

● Counterfactual data augmentation + fine-tuning 
○ “Balancing” the data
○ E.g., augment the corpus with demographic-balanced sentences

● Loss functions incorporating fairness regularizers + fine-tuning 

Gira et. al., 2022; Mao et. al. 2023; Kaneko and Bollegola, 2021; Garimella et. al. 2021; 

John graduated from a medical school. He is a doctor.
Layeeka graduated from a medical school. She is a doctor. 



Mitigating Biases
● In-context learning 

○ No updates to the model parameters 
○ Model is shown a few examples -- typically (input, output) pairs -- at test time 

● “Balancing” the examples shown to the model 

● Natural language instructions: -- e.g., prepending the following before every test question

“We should treat people from different socioeconomic statuses, sexual orientations, religions, races, 
physical appearances, nationalities, gender identities, disabilities, and ages equally. When we do not 
have sufficient information, we should choose the unknown option, rather than making assumptions 

based on our stereotypes.”

Si et. al., 2023; Guo et. al. 2022



Privacy and Copyright Implications

88



Privacy & Copyright Concerns with LLMs

● LLMs have been shown to memorize training data instances (including 
personally identifiable information), and also reproduce such data

Carlini et. al., 2020; Bommasani et. al., 2021; Vyas et. al., 2023



Privacy & Copyright Concerns with Diffusion 
Models

Carlini et. al., 2023



Addressing Privacy & Copyright Concerns

● Differentially private fine-tuning or training 

○ Fine tune or train with differentially-private stochastic gradient descent (DPSGD)

○ DPSGD: The model’s gradients are clipped and noised to prevent the model from 
leaking substantial information about the presence of any individual instance in the 
dataset

● Deduplication of training data 

○ Instances that are easy to extract are duplicated many times in the training data 

○ Identify duplicates in training data -- e.g., using L2 distance on representations, CLIP 
similarity

Carlini et. al., 2023; Yu et. al., 2021



Addressing Privacy & Copyright Concerns

● Distinguish between human-generated vs. model generated content 

● Build classifiers to distinguish between the two 
○ E.g., neural-network based classifiers, zero-shot classifiers 

● Watermarking text generated by LLMs 
○ Randomly partition the vocabulary into “green” and “red” words (seed is 

previous token)
○ Generate words by sampling heavily from the green list 

Kirchenbauer et. al. 2023; Mitchell et. al. 2023; Sadasivan et. al. 2023



Robustness and Security
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Robustness to Input Perturbations

LLMs are not robust to input perturbations 



Robustness to Adversarial Perturbations

Zhu et. al. 2023



Prompt Injection & Data Poisoning Attacks

Inject instances into training data
to elicit a desired response when 
a trigger phrase is used. 

Wallace et. al. 2021; Willison et. al., 2023 



Ensuring Robustness to Input Perturbations 

● Fine-tuning with adversarial loss
○ Minimize the worst-case loss over a plausible set of perturbations of a given input instance 

 
● In-context learning with input perturbations

○ Instead of just providing (input, output) pairs, provide (perturbed input, output) pairs as well

Liu et. al., 2020; Si et. al., 2023 



Generative AI Meets Responsible AI
Work in Progress

● Transparency

● Bias and (un)fairness

● Privacy and copyright implications

● Robustness and security

● Other broader societal challenges
○ Fake and misleading content
○ Environmental impact associated with training and inference of large generative models
○ Potential disruption of certain sectors leading to job losses



Red Teaming AI Models



Red-Teaming

Evaluating LLMs for:

1. Model vulnerabilities
2. Emerging capabilities that they are not explicitly trained for



Red-Teaming

1. Model vulnerabilities



Red-Teaming

2. Emerging Capabilities 

- Power-seeking behavior (eg: resources)
- Persuading people to do harm (on themselves or others)
- Having agency with physical outcomes (eg: ordering chemicals online via an API)

These are considered critical threat scenarios



Red-Teaming

Similarities with adversarial attacks:

- Goal is to “attack” or “manipulate” the model to generate harmful content
- Actionable: used to fine-tune the model to steer it away to generate friendly output



Red-Teaming

Differences with adversarial attacks:

- Human interpretable and look like regular prompt. Eg: prefixing “aaabbcc” is 
adversarial but not red-teaming.



Red-Teaming

Differences with adversarial attacks:

- Human interpretable and look like regular prompt. Eg: prefixing “aaabbcc” is 
adversarial but not red-teaming.

*Warning: offensive text below*

Wallace, et al. "Universal Adversarial Triggers for Attacking and Analyzing NLP" (2021).



Red-Teaming Methods

Roleplay attacks wherein the LLM is instructed to behave as a malicious character

Instructing the model to respond in code instead of natural language

Instructing a model to reveal sensitive information such as PII.



Red-Teaming ChatGPT

https://twitter.com/spiantado/status/1599462375887114240



Red-Teaming ChatGPT



Takeaways from Red-Teaming

1. Few-shot-prompted LMs with helpful, honest, and harmless behavior are not harder 
to red-team than plain LMs.

2. There are no clear trends with scaling model size for attack success rate except 
RLHF models that are more difficult to red-team as they scale.

3. Models may learn to be harmless by being evasive, there is tradeoff between 
helpfulness and harmlessness.

4. The distribution of the success rate varies across categories of harm with 
non-violent ones having a higher success rate.



Open problems with Red-Teaming

1. There is no open-source red-teaming dataset for code generation that 
attempts to jailbreak a model via code. Eg: generating a program that 
implements a DDOS or backdoor attack.

2. Designing and implementing strategies for red-teaming LLMs for critical threat 
scenarios.

3. Evaluating the tradeoffs between evasiveness and helpfulness.



Real-world Case Studies
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Case Study: Evaluating Robustness of LLMs 
using Fiddler Auditor

A. Iyer, K. Kenthapadi, Introducing Fiddler Auditor: Evaluate the Robustness of LLMs 
and NLP Models,, Fiddler AI Blog, May 2023 
(https://www.fiddler.ai/blog/introducing-fiddler-auditor-evaluate-the-robustness-of-llms-and-nlp-models, 
https://github.com/fiddler-labs/fiddler-auditor)
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https://www.fiddler.ai/blog/introducing-fiddler-auditor-evaluate-the-robustness-of-llms-and-nlp-models
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https://www.fiddler.ai/blog/introducing-fiddler-auditor-evaluate-the-robustness-of-llms-and-nlp-models
https://github.com/fiddler-labs/fiddler-auditor


Enterprise Concerns for Deploying Generative AI



Deploying LLMs: Practical Considerations

Continuous feedback loop for improved prompt 
engineering and LLM fine-tuning*

AI applications and LLMs

● Real-time alerts based on business needs

● Monitoring

● Dashboards and charts for cost, latency, toxicity, 
and other LLM metrics

● Robustness and other validation steps

Pre-production Production

*where relevant



Evaluating Correctness and Robustness of LLMs



Robustness Evaluation: Example



Robustness Evaluation: Example



Key Takeaways
● Evaluating LLMs for correctness, robustness, bias, and other dimensions 

needed prior to deployment

● Robustness evaluation
○ Generate perturbed prompts preserving the semantic meaning
○ Measure similarity of generated outputs
○ Can leverage LLM based models for the above tasks

● Crucial to monitor such metrics post-deployment as well



Case Study: Monitoring NLP Models using 
OpenAI Embeddings

B. Rastegarpanah, Monitoring NLP Models by Leveraging OpenAI Text Embeddings 
using Fiddler, Fiddler AI Blog, February 2023 
(https://www.fiddler.ai/blog/monitoring-natural-language-processing-and-computer-vision-models-part-3)
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Role of Embeddings in Monitoring NLP Models

120

● NLP pipelines often involve a transformation 
step from text inputs into numerical vectors.

● Such transformations ideally capture semantic 
relationships and project them into an 
embedded space.

● Access to high quality text embeddings is a 
critical need for solving NLP problems.

Text Input

Vector Representation
Embedding

Encoder

LLM-based Embeddings

Companies like OpenAI provide access to general 
purpose LLM-based embeddings through their 
API endpoints which can be used in different NLP 
solutions.

NLP Embeddings
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Idea: perform clustering of embeddings in 
high-dimensional space ⇒ 
Can efficiently monitor data drift in 
high-dimensional data

The Importance of 
Monitoring Embeddings

In the absence of ground truth labels, input data can be 
used for monitoring issues such as data drift, and 
detecting early signals of potential performance 
degradations.

NLP models are prone to performance degradations at 
deployment, which may happen due to incidents such as:

● New topics may appear in news headlines.

● New kind of problem emerging in a customer chat.

● A novel email scam.

Monitoring Embeddings via 
Clustering



Integrating OpenAI Embeddings with Fiddler
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openai_embeddings= [‘openai_dim1’, . . . , ‘openai_dim256’]

Define a custom feature 
using the Fiddler client API

CF = FiddlerAPI.CustomFeature.from_columns(cols= openai_embeddings,   
                                           custom_name='openai_embeddings')            

OpenAI embeddings stored 
in columns of a DataFrame
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Demo

1. Use the 20-Newsgroups and group the original 
labels into five general classes: 
Computer, For Sale, Recreation, Religion, Science

2. Use OpenAI embeddings to vectorize text data.

3. Create a baseline dataset by randomly sampling 
from all subgroups.

4. Simulate a data drift scenario by sampling from 
specific subsets of categories at each time 
interval.

5. Monitor drift and create charts for sharing and 
analysis in Fiddler.

Detect drift at different time intervals in Fiddler 

http://qwone.com/~jason/20Newsgroups/
https://openai.com/blog/new-and-improved-embedding-model/


Key Takeaways
● Monitoring text embeddings helpful to detect issues with NLP models

● Observation: OpenAI embeddings outperform TF-IDF embeddings for 
common NLP monitoring use cases

○ Benefit of leveraging information from the underlying large language model (GPT-3)
○ Integrating such embeddings with the monitoring platform helps to leverage the 

underlying LLM

● Drift detection alone insufficient ⇒ Need root cause analysis
○ For example, customers configure alerts to be notified about drift above a certain 

threshold and then use Fiddler to perform root cause analysis & resolve issues.



Conclusions
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Conclusions
● Emergence of Generative AI → Lots of exciting applications and possibilities

● Several open-source and proprietary LLMs and diffusion models out recently

● Critical to ensure that these models are being deployed and utilized responsibly

● Key aspects we discussed today:
○ Rigorous evaluation 
○ Red teaming
○ Facilitating transparency 
○ Addressing biases and unfairness
○ Ensuring robustness, security and privacy
○ Understanding real-world use cases


