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•  Visual Question Answering (VQA) (Antol et al., 2015) requires both language and image 
understanding, language grounding capabilities, as well as common-sense knowledge.

•  The top performing VQA systems are ensembles of neural networks that perform 
substantially better than any of the underlying individual models.

Explainable AI (XAI)

•  Explanations make AI systems more transparent and also justify their predictions.
•  Prior work focuses on generating explanations for individual models.
•  We explore the problem of generating visual explanations for an ensemble using 

explanations from underlying individual models as input.
•  Recent VQA research shows that deep learning models attend to relevant parts of 

image while answering the question (Goyal et al., 2016).
•  The parts of images that the models focus on can be thought of as visual explanations
•  GradCAM (Selvaraju et al., 2017) is used to generate visualization maps.
•  The gradients are set to zero for all categories except the one under consideration.
•  The signal is backpropagated to the convolutional feature maps of interest to compute 

the heat-map

Ensembling Visual Explanation

•  All VQA models had some degree of noise with high variance in their GradCAM 
visualization depending on the Image-Question (IQ) pair under consideration.

•  There was high variance across visualizations for different models even when they 
agreed on the answer for a given IQ pair.

•  Our visual explanation ensemble: 
ü   Aggregates visualizations from appropriate regions of the image,
ü Discounts visualizations from regions that are not relevant,
ü Reduces noise and,
ü  Is superior to any individual system’s visualization on a manual evaluation

•  We demonstrate our algorithm by ensembling 3 VQA models:
-  LSTM with CNN (Antol et al., 2015)
-  Hierarchical Co-Attention (HieCoAtt) (Lu et al., 2016)
-  Multimodal Compact Bi-linear pooling (MCB) (Fukui et al., 2016)

•   Results from a crowd-sourced human evaluation indicate that, on an average, our visual 
explanation ensemble is superior to each of the individual system’s visual explanation 
63% of the time.

•  We evaluate using Amazon Mechanical Turk (AMT) by comparing the ensemble 
explanation to the explanation generated by component VQA models.

•   We first build an ensemble model that uses Stacking With Auxiliary Features (SWAF) 
(Rajani and Mooney, 2017) to combine outputs of the component VQA models.

•  Then, we generate visual explanations ensemble by combining explanation feature-
maps of  models that agree with the ensemble answer on an Image-Question (IQ) pair.

•  We propose two heuristics for combining the individual feature maps:
1.  Weighted Average and (WA)
2.  Penalized Weighted Average (PWA)

Weighted Average Ensemble Explanation

Penalized Weighted Average Ensemble Explanation

E : ensemble feature map
K: total number of component models
Ak: explanation feature-map of component model k
wk: weights, proportional to the component model k’s performance
t: threshold (= 0.25)
I: explanation feature-map of component model that does not agree with the ensemble’s answer for 
an IQ pair
i,j: indices into the feature-map entries

Figure 2 shows an example that uses PWA to obtain the ensemble explanation map
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 Figure 2: The top row shows the process of ensembling visual explanation for an IQ pair when the ensemble model 
agrees with the MCB and HieCoAtt models (ans: “red”) and disagrees with the LSTM model (ans: “white”). The bottom row 
shows the reference IQ pair and the MCB vs ensemble visual explanation. The feature map is normalized to obtain the 
final ensemble visualization.

 Figure 1: AMT interface for evaluating visual explanation.

Evaluation

•  As shown in Figure 1, we showed two visualization side-by-side to Turkers on AMT, one 
of them is an ensemble explanation and the other is generated by one of the component 
VQA model that agrees with the ensemble on the answer of the given IQ pair.

•  We also provide detailed instructions along with an example to show what a good 
visualization looks like.

•  Apart from the two images as options, we also give two more options – “cannot decide” 
and “incorrect answer”.

•  The proposed heuristics are evaluated under three different scenarios: all three systems 
agree, two systems agree and only one system agrees with the ensemble’s answer.

•  Each of the scenarios are evaluated by 3 different Turkers on 100 IQ pairs using each of 
the proposed heuristics.

Overall

•  We aggregate the AMT evaluation using voting 
and when there is no agreement among 
Turkers, we classify those instances under the 
“no agreement” category.

•  The figure alongside shows the overall average 
performance obtained in terms of percentage of 
time each class was selected by the Turkers.

•  The results indicate that our visual explanation 
ensemble is superior to any single system’s 
visual explanation 63% of the time.

•  We also analyzed the ablation performance by 
varying the number of systems that agreed with 
the ensemble’s answer for an IQ pair.

Figure 3: The figure shows results obtained when one system (MCB) agrees, two systems (MCB and HieCoAtt) agree and 
when all three systems (MCB, HieCoAtt and LSTM) agree with the ensemble’s output respectively from left to right. The y -
axis indicates the percentage of instances for each of the agreed upon options chosen by Turkers as well as when there 
was no agreement among the Turkers. The x -axis shows the individual system that the ensemble was compared to. 
Below that is the label indicating how the ensemble localization map was calculated; f. stands for forced output that agrees 
with the ensemble, AT stands for averaging the localization maps followed by thresholding and TA does the reverse, first 
thresholds the maps and then averages them.

Ablation

•  Only MCB agrees: we found that subtracting the thresholded localization maps of the 
LSTM and HieCoAtt systems worked slightly better than averaging the thresholded 
localization maps obtained by forcing the LSTM and HieCoAtt systems to produce maps 
for answers produced by the MCB model. 

•  MCB and HieCoAtt agree: we show results for three different scenarios for generating 
the ensemble localization maps – just using MCB and HieCoAtt localization maps, using 
the LSTM localization map, and finally using the localization map produced by LSTM for 
the output that agrees with the other two systems.

•  MCB, HieCoAtt and LSTM agree: we found that using the weighted average worked 
better than using equal weights when compared to the HieCoAtt and LSTM localization 
maps but performed slightly worse when compared to the MCB maps.


